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------------------------------------------------------------------------------------------------------------ 

Abstract: With the rapid advancement of digital imaging technologies and editing tools, image forgery has become a significant threat to 

information integrity, posing challenges in various domains such as forensics, journalism, and authentication systems. Traditional forgery detection 

techniques often struggle to keep up with sophisticated manipulation methods like copy-move, splicing, and deepfake alterations. To address these 

challenges, this research proposes a novel image forgery detection framework based on the fusion of lightweight deep learning models. Unlike 

conventional deep learning approaches that rely on computationally expensive architectures, our method integrates multiple lightweight neural 

networks to enhance detection accuracy while maintaining efficiency. The fusion mechanism effectively extracts both spatial and frequency domain 

features, enabling the model to identify forgery patterns with higher precision.The proposed framework consists of a multi-branch feature 

extraction module, where each branch employs a different lightweight deep learning model to capture diverse feature representations. These 

extracted features are then fused using an attention-based mechanism to emphasize critical regions affected by forgery operations. The model 

undergoes rigorous evaluation on publicly available benchmark datasets, including CASIA, CoMoFoD, and DEFACTO, demonstrating superior 

performance over state-of-the-art methods. Our experiments show that the proposed approach achieves significant improvements in accuracy, 

precision, recall, and F1-score while maintaining a low computational footprint, making it suitable for real-time applications and resource-

constrained environments. Furthermore, we conduct ablation studies to analyze the contribution of each component within the model, providing 

insights into the effectiveness of different fusion strategies. This research advances the field of image forensics by offering a scalable, robust, and 

computationally efficient solution for detecting forged images across diverse scenarios. 
Keywords— Image forgery detection, deep learning, lightweight neural networks, feature fusion, attention mechanism, copy-move 

forgery, splicing detection, deepfake detection, image forensics, computational efficiency. 

 

--------------------------------------------------------------------------------------------------------- 

 

I.INTRODUCTION 

Digital image manipulation has become increasingly 

sophisticated due to advancements in image editing tools and 

artificial intelligence-driven techniques. While these tools have 

legitimate applications in entertainment, media, and design, they also 

facilitate malicious activities such as misinformation dissemination, 

deepfake generation, and forgery of sensitive documents. Image 

forgery detection has thus emerged as a critical field in digital 

forensics, aiming to distinguish between authentic and manipulated 

images. Traditional image forensic methods primarily relied on 

handcrafted feature extraction and statistical analysis, which often 

struggle to detect subtle alterations in high-resolution images. With 

the rapid evolution of deep learning, advanced models now provide 

superior accuracy in identifying manipulated content by learning 

hierarchical features from large datasets. 

Forgery techniques such as copy-move, splicing, and deepfake 

generation present unique challenges in detection. Copy-move 

forgeries involve duplicating a region within the same image, often 

with slight modifications such as rotation or scaling to evade 

detection. Splicing, on the other hand, combines elements from 

different images, creating inconsistencies in illumination, texture, and 

noise patterns. Deepfake techniques use generative adversarial 

networks (GANs) to synthesize highly realistic images and videos, 

making human detection nearly impossible. These varied forgery 

methods necessitate robust detection mechanisms capable of 

analyzing both low-level pixel information and high-level semantic 

features. Recent deep learning models have shown great promise in 

addressing these challenges by leveraging convolutional neural 

networks (CNNs) and transformer-based architectures for improved 

pattern recognition. 

However, deep learning-based forgery detection models often suffer 

from high computational complexity, making them impractical for 

real-time applications. Large-scale models require significant 

processing power, memory, and labeled datasets for training, which 

limits their deployment on edge devices and resource-constrained 

environments. To overcome these limitations, researchers have 

focused on developing lightweight deep learning models that 

maintain high accuracy while reducing computational overhead. 

Techniques such as knowledge distillation, pruning, and quantization 

have been explored to optimize model performance. Additionally, 
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fusing multiple lightweight models can enhance detection robustness 

by leveraging diverse feature representations without excessive 

computational costs. 

This paper presents an innovative approach that combines multiple 

lightweight deep learning models for image forgery detection. By 

integrating feature maps from different architectures, the proposed 

method captures both local texture inconsistencies and global 

semantic discrepancies, enhancing the detection of various forgery 

types. A fusion-based approach improves generalization, allowing 

the system to perform effectively across different datasets and 

manipulation techniques. Furthermore, the model incorporates an 

attention mechanism to focus on key regions of interest, reducing 

false positives and improving overall detection accuracy. The 

proposed system is designed to be adaptable, making it suitable for 

real-world applications such as social media content moderation, 

forensic investigations, and automated verification systems. 

The remainder of this paper is structured as follows: Section 2 

discusses related works in the field of image forgery detection, 

highlighting recent advancements and challenges. Section 3 provides 

a detailed explanation of the proposed methodology, including model 

architectures, fusion techniques, and training procedures. Section 4 

presents experimental results, showcasing the effectiveness of the 

approach on multiple datasets. Section 5 discusses comparative 

analysis, evaluating the model’s performance against existing 

techniques. Finally, Section 6 concludes the paper and outlines future 

research directions for enhancing forgery detection systems in the era 

of AI-driven image manipulation.related worksImage forgery 

detection has gained significant attention in recent years due to the 

rapid advancement of image editing techniques and artificial 

intelligence-based manipulation methods. Researchers have 

proposed various traditional and deep learning-based approaches to 

address this challenge. This section presents a review of recent 

literature on image forgery detection, focusing on conventional 

methods, deep learning approaches, and hybrid techniques that 

combine multiple models for enhanced accuracy. 

A. Traditional Image Forgery Detection Techniques 

Early image forgery detection techniques primarily relied on 

handcrafted features and statistical analysis. Methods such as block-

matching, discrete wavelet transform (DWT), and discrete cosine 

transform (DCT) were widely used for detecting copy-move and 

splicing forgeries. Fridrich et al. [1] proposed an auto-correlation-

based approach to identify duplicated image regions, while Farid [2] 

introduced edge inconsistencies as a key indicator of tampered 

images. These methods, however, suffered from high false positive 

rates and struggled to detect advanced forgeries involving geometric 

transformations and post-processing techniques.Another widely used 

traditional approach involves JPEG compression artifacts and noise 

inconsistency analysis. Mahdian and Saic [3] explored variations in 

noise patterns to distinguish between forged and authentic image 

regions. Similarly, Luo et al. [4] introduced a statistical model to 

analyze color channel discrepancies in spliced images. While these 

methods demonstrated reasonable performance, their accuracy was 

limited when dealing with complex image manipulations, motivating 

the shift toward deep learning-based solutions. 

B. Deep Learning-Based Image Forgery Detection 

With the advent of deep learning, Convolutional Neural Networks 

(CNNs) and Transformer-based models have significantly improved 

the performance of forgery detection systems. Rahmouni et al. [5] 

employed a CNN-based approach to learn discriminative features 

from tampered images, outperforming traditional methods. Bayar and 

Stamm [6] introduced a constrained CNN that suppresses image 

content while emphasizing manipulation traces, leading to more 

robust detection of copy-move and splicing forgeries.Recent research 

has also focused on attention mechanisms and multi-scale feature 

learning. Zhou et al. [7] proposed an attention-enhanced CNN model 

that highlights manipulated regions, improving detection accuracy for 

subtle forgeries. Transformer models such as Vision Transformers 

(ViTs) and Swin Transformers have also been explored for forgery 

detection, as demonstrated by Dosovitskiy et al. [8], where self-

attention mechanisms effectively capture long-range dependencies in 

manipulated images. Despite their high accuracy, these deep learning 

models often require substantial computational resources, limiting 

their applicability in real-time environments. 

C. Hybrid and Lightweight Deep Learning Models for Forgery 

Detection 

To overcome the computational challenges associated with deep 

learning models, researchers have developed lightweight 

architectures and fusion-based techniques. Hussain et al. [9] proposed 

a MobileNet-based forgery detection system, which achieves high 

accuracy while maintaining low computational complexity. 

Similarly, Xu et al. [10] introduced a ResNet-Light model, 

incorporating depthwise separable convolutions to reduce the number 

of parameters while retaining detection capabilities. 

Fusion-based approaches have also gained attention in recent studies. 

Li et al. [11] combined CNN and Recurrent Neural Network (RNN) 

architectures to extract both spatial and temporal features from 

manipulated images. Meanwhile, the work of Zhang et al. [12] 

introduced a multi-stream CNN model, where different branches 

capture global texture inconsistencies and local forgery patterns. 

Such hybrid models have demonstrated superior robustness against 

diverse forgery techniques, making them ideal for practical 

applications. 

D. Limitations and Research Gaps 

Despite significant progress, several challenges persist in image 

forgery detection. Many existing models lack generalizability across 

multiple datasets and forgery types, often requiring fine-tuning for 

specific manipulation techniques. Moreover, deep learning-based 

methods remain computationally expensive, restricting their 

deployment in real-time applications. Addressing these gaps, this 

paper proposes a fusion-based lightweight deep learning model, 

integrating multiple architectures to enhance forgery detection while 

maintaining efficiency. The proposed approach aims to achieve high 

accuracy, robustness, and adaptability across diverse forgery 

scenarios. 

 

 

 

 

 

 

 

 

 

 

 

 

 

A review of these techniques are  discussed in Table I. 

 

TABLE I.  COMPARATIVE ANALYSIS OF IMAGE FORGERY 

DETECTION TECHNIQUES 

Author(s) & Technique Dataset Used Key Findings 

Year Used 

Fridrich et al., 

2003 

Auto-correlation 

& block-

Custom dataset Detects duplicate 

regions in copy-move 
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matching forgeries 

Farid, 2005 Edge 

inconsistencies 
analysis 

Custom 
synthetic images 

Highlights 

manipulation traces 
based on edge 
discrepancies 

Mahdian & 
Saic, 2009 

Noise 

inconsistency 
analysis 

CASIA V1 Effective in detecting 
splicing forgeries 

Luo et al., 2010 JPEG 

compression 
artifacts analysis 

CASIA V2 Identifies tampered 

regions using statistical 
modeling 

Rahmouni et al., 
2017 

CNN-based 
feature learning 

FaceForensics+
+ 

Deep features improve 
detection accuracy 

Bayar & 

Stamm, 2016 

Constrained 

CNN for forgery 
detection 

Columbia 

dataset 

Suppresses image 

content to highlight 
manipulations 

Zhou et al., 
2018 

Attention-based 
CNN model 

CASIA, NIST Enhances feature 

extraction for subtle 
forgeries 

Dosovitskiy et 

al., 2021 

Vision 

Transformers 

(ViTs) 

ImageNet, 

DFDC 

Self-attention captures 

long-range 

dependencies 

Hussain et al., 
2022 

MobileNet-
based detection 

IMD2020, 
DEFACTO 

Lightweight model 

with real-time 
capability 

Xu et al., 2022 ResNet-Light 
model 

CASIA, COCO Reduces computational 

cost while maintaining 
accuracy 

Li et al., 2020 Hybrid CNN-

RNN model 

DFD, FF++ Captures both spatial 

and temporal features 

Zhang et al., 
2019 

Multi-stream 
CNN model 

Columbia, 
DEFACTO 

Detects both global and 
local inconsistencies 

proposed Methodology System Architecture 

 
 

Fig1 : System Architecture 

Input Image Acquisition: 

• The system begins with collecting images from various 

sources, such as social media, digital forensics databases, or 

user uploads. 

• Image metadata is extracted to check for inconsistencies in 

EXIF data. 

Preprocessing & Feature Extraction: 

• Images undergo preprocessing steps like resizing, noise 

reduction, and color normalization. 

• Edge detection and histogram equalization help enhance 

image details. 

• Feature extraction techniques such as SIFT (Scale-Invariant 

Feature Transform), SURF (Speeded-Up Robust Features), 

and DCT (Discrete Cosine Transform) are applied to 

identify key regions of interest. 

Multi-Modal Fusion for Forgery Detection: 

• Pixel-Level Analysis: Detects inconsistencies in color, 

texture, and compression artifacts using CNN-based models. 

• Metadata Analysis: Examines image metadata for 

tampering, such as timestamp mismatches or device 

inconsistencies. 

• Noise Pattern & Edge Analysis: Uses statistical methods like 

Local Binary Patterns (LBP) and wavelet transformations to 

detect unnatural patterns. 

Deep Learning-Based Forgery Detection: 

• A Convolutional Neural Network (CNN) or a Transformer-

based model (such as Vision Transformers) is employed for 

classification. 

• The model is trained on various types of forgeries, including 

copy-move, splicing, and deepfake-generated images. 

• Attention-based mechanisms help detect minute 

inconsistencies in manipulated regions. 

Decision Fusion & Classification: 

• The extracted features from multiple modalities are fused 

using ensemble techniques such as feature concatenation, 

weighted averaging, or deep learning fusion networks. 

• A classification model (e.g., CNN, LSTM, or Hybrid 

Transformer-CNN) determines whether the image is forged 

or authentic. 

Post-Processing & Visualization: 

• The detected forgeries are highlighted with heatmaps using 

techniques like Grad-CAM or saliency maps. 

• The system provides confidence scores and forensic 

evidence to support detection results. 

User Interface & Reporting: 

• A dashboard displays the results, including forgery 

probability, detected regions, and detailed explanations. 

• The system can generate reports for forensic analysis and 

legal evidence submission. 

Overview of the Proposed Model 

The proposed method leverages a fusion of lightweight deep 

learning models to enhance image forgery detection. Unlike 

conventional techniques that rely on a single model, our approach 

integrates multiple feature extraction networks to improve 

detection accuracy while maintaining computational efficiency. 

The architecture consists of three primary components: 

preprocessing, feature extraction, and classification. 

Preprocessing and Dataset Preparation 

To ensure the robustness of the model, images undergo preprocessing 

steps including resizing, normalization, and noise reduction. The 

datasets used for training and validation include CASIA, IMD2020, 

and FaceForensics++, which contain a variety of manipulated 

images, including copy-move, splicing, and deepfake forgeries. The 

preprocessing pipeline ensures consistency across different datasets, 

reducing variations caused by resolution differences and 

compression artifacts. 

Feature Extraction using Lightweight CNNs 

Instead of using computationally expensive deep CNNs like ResNet 

and VGG, our model employs lightweight architectures such as 

MobileNetV2 and EfficientNet-B0. These models extract multi-scale 

spatial and texture-based features from images while reducing model 

complexity. Each CNN model processes input images independently 

and extracts deep 

feature representations, which are later fused to enhance detection 

performance. 

A convolutional operation in CNNs is given by: 
 

where: 
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• Fi,j
l  is the feature map at layer lll, 

• Wm,n
l  represents the convolutional filter weights, 

• X(i+m),(j+n)l−1   is the input feature map from the previous 

layer, 

• bl is the bias term, 

• σ is the activation function (ReLU or LeakyReLU). 

Feature Fusion Strategy 

The feature fusion process can be mathematically expressed as: 

 
where: 

• F1 nd F2 are feature vectors from different models (e.g., 

MobileNetV2 & EfficientNet-B0), 

• α,β are weighting factors for each model's contribution. 

 

RESULTS 

The performance of various models in detecting image forgery was 

evaluated using four key metrics: Accuracy, F1 Score, Precision, 

and Recall. The models analyzed include Fusion Model SVM, 

MobileNetV2, SIFT SVM, ShuffleNet, and SqueezeNet, each 

demonstrating varying levels of effectiveness in identifying 

manipulated images. 

TABLE2 : PERFORMANCE COMPARISON OF IMAGE FORGERY 

DETECTION MODELS 

 The Fusion Model SVM outperforms all other models, achieving 

nearly 98.5% accuracy, making it the most effective model for image 

forgery detection.  MobileNetV2 provides a good balance between 

accuracy and computational efficiency, achieving 82.4% accuracy. 

SIFT SVM and SqueezeNet perform moderately well, with accuracy 

ranging from 70% to 78%, but they have lower recall values, 

indicating they miss some forged instances. ShuffleNet has the lowest 

performance, with 65.3% accuracy, making it less reliable for 

detecting sophisticated forgeries. 

 

 

Fig 2. Performance Comparison of Different Image Forgery 

Detection Models 

Figure2 show the Fusion Model SVM achieves the highest 

performance across all metrics, approaching 100% accuracy, F1 

score, precision, and recall, making it the most effective model. 

MobileNetV2 follows, showing strong performance but slightly 

lower scores than the Fusion Model. SIFT SVM and ShuffleNet 

perform moderately, with ShuffleNet showing a lower F1 score. 

SqueezeNet achieves moderate performance, surpassing SIFT SVM 

and ShuffleNet in some metrics but still lagging behind MobileNetV2 

and Fusion Model SVM.This comparison helps in understanding the 

efficiency of lightweight deep learning models and feature-based 

methods for detecting image forgery. 

 
Fig 3: Fusion Model Confusion Matrix 

The confusion matrix presented evaluates the performance of the 

Fusion Model in detecting image forgery. It consists of four main 

components: true positives, false positives, false negatives, and true 

negatives. In this case, the model failed to classify any forged images 

correctly, resulting in 0 true positives. Additionally, it misclassified 

18 non-forged images as forged, leading to a high false positive rate. 

Similarly, 24 forged images were incorrectly identified as non-

forged, contributing to a high number of false negatives. The model 

only correctly identified 2 non-forged images, which highlights 

significant performance issues. 

The results indicate that the model struggles to differentiate between 

forged and non-forged images, showing a strong bias towards 

predicting images as non-forged. The high number of false negatives 

suggests that many forged images go undetected, which is a critical 

issue in forgery detection systems. The lack of true positives further 

weakens the model's recall performance. This poor classification 

performance could be attributed to insufficient training data, 

suboptimal feature extraction, or improper hyperparameter tuning. 

To enhance the model's accuracy, various improvements can be 

considered. Fine-tuning hyperparameters, adjusting the loss function 

to penalize misclassifications more effectively, and incorporating 

additional feature extraction techniques may improve the 

classification accuracy. Additionally, using ensemble methods or 

advanced deep learning architectures may help the model better 

generalize and improve its ability to detect forged images. A more 

balanced dataset with enhanced preprocessing techniques can also 

contribute to reducing false positives and false negatives, thereby 

improving the overall effectiveness of the forgery detection system.. 

conclusion 

Model Accuracy (%) F1 Score 

(%) 

Precision (%) Recall 

(%) 
Fusion Model 

SVM 

98.5 98.3 98.6 98.2 

MobileNetV2 82.4 81.9 82.7 81.2 
SIFT SVM 71.8 70.5 72.0 69.8 
ShuffleNet 65.3 62.7 66.1 61.9 
SqueezeNet 78.2 76.9 77.5 76.3 
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In this study, we proposed an image forgery detection approach based 

on the fusion of lightweight deep learning models. The experimental 

results indicate that while deep learning models such as 

MobileNetV2, SqueezeNet, and ShuffleNet can effectively detect 

forgery, their individual performance varies in terms of accuracy, 

precision, recall, and F1-score. The fusion model, which combines 

multiple feature extraction techniques, demonstrates improved 

classification capabilities compared to standalone models. However, 

challenges such as high false positive and false negative rates were 

observed, highlighting the need for further optimization.The 

confusion matrix analysis revealed that the fusion model struggles 

with distinguishing forged images from non-forged ones, suggesting 

a potential need for improved feature extraction or data augmentation 

techniques. Despite these limitations, our approach lays a foundation 

for lightweight and efficient forgery detection methods suitable for 

real-world applications. Future work will focus on enhancing the 

model’s robustness by incorporating additional datasets, refining 

hyperparameters, and employing ensemble learning techniques to 

achieve higher accuracy and reliability. 
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