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Abstract: Machine learning (ML) has emerged as a critical tool for enhancing cardiovascular disease (CVD) prediction, which is a
leading cause of global mortality. This review systematically evaluates the state of ML techniques applied to CVD prediction,
analyzing methodological trends, performance metrics, and data utilization patterns across 20 peer-reviewed studies published
between August 2023 and December 2024. The review categorizes studies by methodology (deep learning, ensemble methods,
traditional ML, and hybrid approaches), data types (tabular clinical data, ECG signals, multi-modal, and time-series), and
performance metrics. Results indicate high predictive performance, with 75% of studies achieving accuracies above 98%. Deep
learning and ensemble methods were the most common, contributing to the highest accuracy rates, with the Class-Incremental
Deep and Broad Learning System (CIDBLS) achieving 100% accuracy. While tabular clinical data was predominant, multi-modal
approaches demonstrated significant potential for holistic patient assessment. Innovations like hyperparameter optimization and
class imbalance handling via SMOTE were also noted. Despite the promising results, limitations include inconsistent evaluation
metrics, insufficient real-world validation, and lack of model interpretability. The review concludes that ML approaches for CVD
prediction are mature and poised for clinical implementation, though further research is needed in model standardization, real-
time processing, and explainability for broader clinical adoption.
Keywords: Cardiovascular disease, machine learning, deep learning, ensemble methods, medical diagnosis, predictive modeling,
clinical decision support, health informatics
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I. INTRODUCTION

Cardiovascular disease (CVD) remains one of the leading causes
of global morbidity and mortality, necessitating early and
accurate diagnosis to mitigate its impact on public health. With
advancements in medical technology and the proliferation of
healthcare data, machine learning (ML) has emerged as a
powerful tool for enhancing the prediction and classification of
CVD. Despite the promising potential of ML approaches,
challenges such as class imbalance, data heterogeneity, and model
interpretability persist, highlighting the need for innovative
solutions to improve diagnostic accuracy and clinical applicability.
This research paper provides a comprehensive review of the state-
of-the-art ML methodologies used for CVD prediction. The aim is
to systematically evaluate the effectiveness of various machine
learning techniques, including deep learning, ensemble methods,
and traditional ML approaches, in the context of CVD
classification. We explore the impact of data types such as
clinical tabular data, ECG signals, and multi-modal datasets, as
well as innovations in hyperparameter optimization, multi-modal
data fusion, class imbalance handling, and feature engineering.
The findings of this review highlight significant trends in CVD
prediction research, including the dominance of deep learning and

ensemble methods for achieving high accuracy. We also examine
the key contributions of recent studies, such as the integration of
advanced architectures like LSTM-GNN, incremental learning,
and multi-dimensional DNNs, as well as the application of
SMOTE and other sampling techniques for improving model
performance. While remarkable progress has been made in the
field, this review also identifies critical gaps, such as inconsistent
evaluation metrics, limited focus on model interpretability, and
the need for real-world deployment validation. The convergence
of these methodologies suggests that the field is evolving toward
more robust, real-time, and clinically interpretable models for
cardiovascular disease prediction.

ILITERATURE REVIEW
Research on cardiovascular disease classification focused on
improving diagnostic accuracy has emerged as a critical area of
inquiry due to the global burden of cardiovascular diseases
(CVDs), which remain the leading cause of mortality worldwide,
accounting for approximately 17.9 million deaths annually [1].
Over the past decade, advances in machine learning (ML) and
deep learning (DL) have transformed diagnostic approaches,
enabling earlier detection and more precise risk stratification. The
evolution of these computational techniques has progressed from
traditional statistical models to sophisticated ensemble and hybrid
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architectures, incorporating multimodal data such as
electrocardiograms (ECG), cardiac magnetic resonance imaging
(CMR), and clinical records. This progression underscores the
social and clinical significance of enhancing diagnostic accuracy
to reduce morbidity and healthcare costs.
Despite these advancements, the accurate classification of CVD
remains challenging due to the complex, multifactorial nature of
the disease and limitations in existing predictive models. A
critical knowledge gap persists in effectively integrating
heterogeneous data sources and addressing issues such as class
imbalance, feature selection, and model interpretability. While
some studies emphasize the superiority of ensemble methods and
deep learning for improved accuracy, others highlight concerns
regarding overfitting, data scarcity, and the need for explainable
models.
This controversy reflects the ongoing debate on balancing model
complexity with clinical applicability. The consequences of this
gap include suboptimal early diagnosis, delayed interventions,
and increased mortality.
The conceptual framework for this review centers on the interplay
between machine learning algorithms, feature selection
techniques, and multimodal data integration to enhance CVD
classification-accuracy.
Machine learning models, including support vector machines,
random forests, and neural networks, serve as predictive tools that
analyze clinical and imaging data. Feature selection methods
optimize model performance by identifying relevant predictors
and reducing dimensionality. Multimodal integration leverages
complementary information from diverse data types to improve
diagnostic precision.
The purpose of this systematic review is to critically assess recent
machine learning approaches for cardiovascular disease
classification with a focus on improving diagnostic accuracy. It
aims to synthesize evidence on algorithmic performance, feature
selection strategies, and data integration techniques, thereby
providing insights into best practices and future research
directions. By addressing the existing gaps, this review
contributes to advancing predictive modeling in cardiovascular
healthcare and supports the development of clinically relevant,
interpretable diagnostic tools.
This review employs a comprehensive literature search and
selection process, encompassing studies published in latest years
that utilize machine learning for CVD classification. Analytical
frameworks include comparative performance evaluation,
methodological critique, and thematic synthesis of feature
selection and multimodal integration approaches. The findings are
organized to highlight trends in algorithm development,
challenges in data handling, and innovations in model
interpretability, facilitating a structured understanding of the
field’s current state and future prospects.

Table 1 Comprehensive Literature Review

III.ANALYSIS
3.1 Methodology Distribution
Methodology distribution refers to how different research
methods or algorithms are spread across the studies reviewed. In
our analysis, we categorized the methods used for cardiovascular
disease (CVD) prediction into four groups: deep learning,
ensemble methods, traditional machine learning, and hybrid
approaches. We found that deep learning and ensemble methods
were the most common, each making up 40% of the studies,
while traditional machine learning methods were used in 15% of
studies, and hybrid approaches were used in just 5%. This
breakdown shows the variety of techniques employed to improve
CVD prediction, with a strong emphasis on modern, complex
methods like deep learning and ensemble techniques.

Table 2 Methodology Distribution
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Figure 1 Distribution of Methodologies

RESULTS
3.2 Accuracy Performance Analysis
Accuracy performance analysis refers to the evaluation of how
well different machine learning models perform in predicting
cardiovascular disease (CVD) based on their accuracy and other
performance metrics. In our review, we analyzed the performance
of various methods across different studies, focusing on their
accuracy, additional metrics, dataset size, and validation
techniques. Most studies achieved high accuracy, with the
CIDBLS method leading with a perfect 100% accuracy, followed
by 1D CNN at 99.7% and RF + kNN at 99.5%. These methods
were validated using cross-validation and multi-database
validation, ensuring their robustness. The majority of studies
achieved excellent performance, with metrics like precision,
recall, and F1 scores above 99%, especially for ensemble and
hybrid methods. Some studies, like Gradient Boosting and Deep
2D CNN, performed well but showed slightly lower accuracy,
indicating a need for further refinement. Additionally, techniques
such as feature optimization, SMOTE for class imbalance
handling, and hybrid validations contributed to enhancing
performance. The validation methods varied from cross-
validation to more specific approaches like ensemble and stacking
validation, demonstrating a rigorous evaluation process to assess
model reliability.

Table 3 Performance Analysis

Figure 2 Model Performance Comparison

3.3 Data Type Distribution
Data type distribution refers to the variety of data used in the
reviewed studies for cardiovascular disease prediction. The
majority of studies (55%) utilized tabular/clinical data, such as
age, cholesterol, blood pressure, and BMI, with an average
accuracy of 98.7%. These datasets typically required feature
scaling, normalization, and handling of missing values. ECG
signals were used in 20% of studies, focusing on raw waveforms
and rhythm patterns, with preprocessing steps like noise filtering
and feature extraction, achieving an average accuracy of 98.3%.
Multi-modal data, combining clinical records, ECG, and genetic
profiles, was used in 15% of studies but showed a lower average
accuracy of 75% due to the complexity of data fusion and
integration.
Finally, time-series/behavioral data, used in 10% of studies,
involved patient behavior patterns and temporal data analysis,
although no specific accuracy was provided. This distribution
highlights the growing use of clinical and ECG data for accurate
predictions, while multi-modal and time-series data remain more
challenging due to their complexity.

Table 4 Data type distribution

http://www.oaijse.com


|| Volume 8 || Issue 05 || 2025|| ISO 3297:2007 Certified ISSN (Online) 2456-3293

WWW.OAIJSE.COM 22

Figure 3 Datatype distribution in studies

3.4 Detailed Performance Metrics
In terms of detailed performance metrics, deep learning methods
achieved the best accuracy of 100%, with an average accuracy of
90.4% across 8 studies. These methods excel in complex pattern
recognition and handling multi-modal data but suffer from high
computational complexity and interpretability challenges.
Ensemble methods had a best accuracy of 99.0% and an average
of 98.5% across 8 studies, offering high accuracy, robustness, and
feature optimization, though they come with increased model
complexity and longer training times. Traditional machine
learning methods, with a best accuracy of 99.5% and an average
of 99.2% across 3 studies, are valued for their interpretability and
computational efficiency, but they are limited in recognizing
complex patterns compared to more advanced techniques.

Table 5 Performance Summarization

3.5 Innovation Trends and Key Contributions
The innovation trends and key contributions in cardiovascular
disease prediction highlight several advancements.
Hyperparameter optimization techniques, such as GridSearchCV,
GWO, and FCM-based optimization, were used in studies [2], [8],
and [10], significantly improving model performance and
generalization. Multi-modal integration, found in studies [3], [14],
and [17], combined ECG, clinical data, and genetic profiles,
enabling a more comprehensive patient assessment. Class
imbalance handling, through techniques like SMOTE and
advanced sampling methods in studies [1], [9], and [18], led to
better detection of minority classes, improving overall accuracy.
Feature engineering, used in studies [6], [8], and [19], focused on
automated feature selection and optimization, reducing
dimensionality and enhancing accuracy. Lastly, novel
architectures, such as LSTM-GNN, incremental learning, and
multi-dimensional DNNs, explored in studies [5], [13], and [15],
contributed to enhanced pattern recognition capabilities, pushing

the boundaries of predictive modeling in CVD. These innovations
collectively improved model robustness, accuracy, and real-world
applicability.

Table 6 Innovation Trends

IV.CONCLUSION
The reviewed studies demonstrate significant advancements in
cardiovascular disease (CVD) prediction, with multiple
methodologies achieving accuracy rates above 99%. This
consistent high performance indicates the maturity of machine
learning techniques in the field, underscoring the reliability and
potential of these approaches for CVD prediction. The ability to
achieve such high accuracy highlights the technological progress
in the development of predictive models, making them
increasingly viable for clinical applications.
A notable feature across the studies is the diversity of methods
employed. Successful applications were observed across various
machine learning paradigms, including deep learning, ensemble
methods, and traditional machine learning techniques. This
methodological variety emphasizes the flexibility and robustness
of ML in tackling the complex task of CVD prediction, allowing
researchers to select the most suitable approach based on the
specific nature of their datasets and research objectives.
Another emerging trend is the integration of multi-modal data for
comprehensive diagnosis. Researchers are increasingly combining
different types of data, such as clinical data, ECG signals, and
time-series data, to improve prediction accuracy. This data fusion
enables a more holistic understanding of the patient’s condition,
thereby enhancing diagnostic precision and contributing to a more
reliable CVD prediction framework.
The optimization of machine learning models remains a key focus
of recent studies. Emphasis has been placed on hyperparameter
tuning and feature selection, which are crucial for improving
model performance. These optimization techniques have played a
vital role in ensuring that models achieve high predictive
accuracy, making them more effective and adaptable to real-
world healthcare settings.
Despite the impressive predictive performance, several studies
have addressed practical challenges such as class imbalance and
model interpretability. These challenges are critical for real-world
deployment, as the ability to manage imbalanced datasets and
interpret model predictions are essential for clinical adoption.
Addressing these issues ensures that machine learning models not
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only perform well in a controlled environment but also meet the
practical requirements for widespread clinical use.
Recommendations for Future Research

Table 7 Recommendations for future research

The reviewed studies demonstrate significant advancement in
ML-based CVD prediction, with consistent achievement of high
accuracy rates. The field is moving toward integrated, multi-
modal approaches that combine various data sources and
advanced optimization techniques. Future work should focus on
standardization, explainability, and real-world deployment
challenges.
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